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1. STUDY OBJECTIVE 
 
A general task of anesthesiologists is to induce and maintain general anesthesia into a patient. This task includes 
to rapidly, safely, and pleasantly produce and maintain amnesia, analgesia, akinesia, and an automatic and 
sensory block while maintaining hemodynamic stability and sufficient ventilation (King & Weaving, 2017). 
Oftentimes, the anesthesiologists’ task is described by the term “hours of boredom and seconds of terror” (Gaba, 
Fish, Howard, & Rall, 1998). Especially in the “seconds of terror”, the operating room (OR) crises, 
anesthesiologists are required to make decision regardless of whether all information is present and knowing 
that inadequate decisions may have fatal consequences (Stiegler & Ruskin, 2012).  

Therefore, a range of analogue and digital support tools have been developed that aim at influencing the 
decision-making (Berner & La Lande, 2007). While previous support tools such as checklists have been developed 
to support the treatment of specific (but rare) diagnoses such as Malignant Hyperthemia (Runciman et al., 2005), 
support on how to decide on a specific diagnosis in the “seconds of terror” is infrequently addressed. In addition, 
many support tools in anesthesia as well as in other clinical contexts have failed when being implemented in the 
actual clinical context (e.g., Elwyn et al., 2013; Jaspers, Smeulers, Vermeulen, & Peute, 2011; Kawamoto, 
Houlihan, Balas, & Lobach, 2005). Research suggests that the minimal consideration of the actual clinical context 
during design and evaluation is a potential cause (Musen, Middleton, & Greenes, 2014; Wears & Berg, 2005). A 
review of the current human-computer-interaction (HCI) literature on support tools for the clinical context 
supports this issue: The contextual fit of decision support tools (DSTs) has rarely been addressed and the few 
examples give insights on an exploratory basis without answering why a specific design improved or worsened 
the contextual fit (e.g. (Yang, Steinfeld, & Zimmerman, 2019; Yang, Zimmerman, Steinfeld, Carey, & Antaki, 
2016)). We identified theories of embodied contextual fits (Dourish, 2004; Grundgeiger, Hurtienne, & Happel, 
2020; Van Dijk & Hummels, 2017) and needs-based (Grundgeiger et al., 2020; Hassenzahl, Diefenbach, & Göritz, 
2010) user experience (UX) to potentially explain the phenomena of (successful and unsuccessful) contextual fits. 

Given the lack of proper support tools for the diagnostic process and treatment in the “seconds of terror” and 
the rarely considered context, our objective was (1) to understand the complex, safety-critical context of OR 
crises based on UX theories, (2) to develop a decision support tool (called Cassandra) for diagnosis and treatment 
guided by UX theories, and (3) to evaluate the developed solution and the theoretical framing in a simulator-
based study. To do so, we followed a user-centered design process as shown in Figure 1 that addressed all 
ergonomics core competencies. The present submission is a summary of the overall project and focusses on the 
development and preliminary evaluation of Cassandra. For a more detailed analysis of the theoretical framing, 
please refer to our paper accepted at the ACM conference on Designing Interactive Systems (DIS) 2020 ((Klüber 
et al., 2020), see Appendix A). Text sections from the publication are presented in this submission. 

 

 

Figure 1. Overview of the development process of Cassandra along the user-centered design process. 
 



3 
 

2. CONTEXT ANALYSIS AND REQUIREMENTS SPECIFICATION 

The overall project was conducted with the anesthesia department of the University Hospital of Würzburg. In a 
first step, we met with anesthesiologists (1 supervising and 1 trained junior anesthesiologist) from the University 
Hospital of Würzburg to get an impression of their work and their daily concerns. Inspired by this meeting and 
the subsequent literature review on the current state of the art, we specified the context to OR crises in 
anesthesia that was particularly relevant to the collaborating anesthesiologists and underexplored in the related 
literature.  

Commonly, one anesthesiologist and one anesthetic nurse accompany each surgery. In addition, they may call a 
supervising anesthesiologist for support. During OR crises, anesthesiologists have to diagnose and treat a patient 
within minimal time in order to keep the patient stable. The overall process involves the whole anesthetic team 
that tries to perceive, understand, and relate different symptoms, data, and information to identify a coherent 
diagnosis and to subsequently treat the patient accordingly. Therefore, a DST needs to support both diagnosis 
and treatment within seconds and a good contextual fit is vital when a DST is ought to be used during OR crises. 

To better understand the dynamics of the OR crises, we followed the contextual design approach (Holtzblatt & 
Beyer, 2017). Given the fortunately infrequent emergencies, contextual inquiries were not possible. Instead, we 
conducted four semi-structured interviews with anesthesiologists of varying experience levels (supervising, five 
years, one year). Additionally, we inspected two videos of simulation scenarios and were present at three 
simulator training scenarios (twelve medical students in their last year). All participants were recruited from the 
University Hospital of Würzburg. We consolidated the data by organizing the notes into an affinity diagram. The 
diagram was used to formulate key insights (requirements) and generate visions that would inspire prototype 
designs.  

Overall, we identified three groups of key insights. The first group related to the anesthesiologists’ need for 
autonomy and competence and included that the system should not patronize its users, respect different levels 
of experiences, be trustable and acceptable for its users, and not make users feel guilty in any way. In other 
words, the system should not make users feel that they should have already known displayed information and 
that the system displayed the information just because the users’ performance was not “good” enough. The 
second group related to the environmental context and included that the system should support clinicians in 
both calm and stressful situations, only require minimal interaction to avoid additional stress for clinicians, and 
be able to handle different kinds of data (e.g., continuous vital sign parameters or specific patient information). 
The third group concerned teamwork and communication and included that the system should enable all team 
members to have the same information about the patient and be accessible for the whole team, and support the 
joint process of decision-making. 

We developed 22 visions concerning teamwork, display concept, and deciding on a diagnosis. We evaluated all 
visions along the key insights. Finally, the best matching ideas were merged in an overall concept that was then 
realized in a first paper-based prototype. 

3. ITERATIVE DEVELOPMENT: DESIGN + TEST OF CASSANDRA 

Overall, we ran three iterations of user tests and interviews with different versions of the Cassandra prototype 
to validate and improve the design. In each iteration, an interviewer showed the prototype to one user at a time, 
and another researcher took notes. Users were asked to think of an imaginary scenario of a standard anesthesia 
procedure or intraoperative crisis they recently experienced during work and browse through the prototype 
commenting on the interaction and what should be improved. Overall, one human factors specialist, six senior 
anesthesiologists (work experience >5 years each), two junior anesthesiologists (work experience <5 years each), 
and one anesthetic nurse gave feedback on different versions of the prototype. The first version was a paper 
prototype, and versions two and three were digital wireframe prototypes presented on a laptop. After each 
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session with users, we consolidated the issues and emerging requirements, which were then implemented 
before the next iteration. 

While the present submission especially focusses on the development and interaction of the digital tool 
Cassandra, the content for Cassandra was also generated. Briefly summarizing this process, a group of three 
anesthesiologists developed and iterated on a set of symptoms and their relations to 15 differential diagnoses 
of malignant hyperthermia (MH) to establish the content for a test scenario of Cassandra (as necessary for the 
evaluation). All diagnoses shared symptoms with MH, which is a rare, potentially life-threatening incident with 
non-specific early symptoms that could easily be confused with many differential diagnoses (Schneiderbanger, 
Johannsen, Roewer, & Schuster, 2014). 

 

The final concept of Cassandra is a DST that can be accessed via a touch screen, which is positioned at the drape 
separating surgeons from anesthesiologists during surgery (see Figure 2). Cassandra has three major functions. 
(1) While it is not activated, the center of the screen shows a video stream of the surgical side of the OR to 
support situation awareness, communication, and teamwork between the anesthetic and surgical team. In 
addition, the patient’s current vital signs are always displayed on the right side so that the anesthetist does not 
need to turn away from the patient anymore as is currently typical. To satisfy the anesthesiologists’ need for 
autonomy, we decided to only display the (2) diagnosis feature of Cassandra on demand (see Figure 3). The 
diagnosis function is activated by entering a potential diagnosis using speech recognition or a keyboard. The 
searched diagnosis then appears in the middle of the screen accompanied by possible differential diagnoses 
beneath it. Cassandra visualizes the different symptoms and signs a diagnosis “consists of”. Each of these signs 
can be in one of three states represented by color and placement in relation to the diagnosis container: “present” 
(green; within), “undetectable” by Cassandra (blue; on the edge), or “absent” (grey; outside). For each diagnosis, 
the signs are arranged based on their importance from left to right. Cassandra automatically judges and updates 
each sign based on all digitally available data (demand for minimal interaction) and shows a single check mark 
that indicates a system-side check. The diagnosis display can be used as a cognitive aid for which symptoms to 
check in which order to verify a diagnosis. The clinician may change the signs’ state by swiping them in or out of 
the diagnosis container according to his or her assessment (need for autonomy and competence). States entered 
or confirmed by the anesthesiologist will be marked by two check marks. The diagnosis display enables a rapid 
evaluation of whether the assumed diagnosis is supported (many signs are green) or whether another differential 
diagnosis is more likely. The alternative diagnoses are sorted by probability and adjusted at the bottom half of 

Figure 2. Staged photo of an anesthetic team interacting with Cassandra in the simulated OR environment. 
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the screen whenever states change. These diagnoses are displayed using the same visual representation as the 
main diagnosis, however, smaller and without inscriptions. Displaying further differential diagnoses has several 
advantages: Even if the anesthesiologist searched for a “wrong” diagnosis, alternative diagnoses are visible at a 
glance and the anesthesiologist may decide to consider a more probable diagnosis or consciously discard an 
alternative. Moreover, by being confronted with alternative diagnoses and signs, typical cognitive errors/biases 
such as fixation errors and confirmation bias may be prevented. The set of further diagnoses may also stimulate 
reflection on different possibilities within the team. Finally, the visual presentation of Cassandra supports staff 
that have been called for help in perceiving and understand the current situation. Cassandra received its name 
from the anesthesiologists after they explored the above described functionality. The name is an acronym for 
“clinical assessment and reasoning in anesthesia” and a reference to Greek mythology: If people had believed in 
Cassandra’s ability to predict the future, great damage could have been prevented. 

 

When the anesthesiologist decided on a diagnosis, (3) steps for treatment can be accessed. The treatment 
information within Cassandra based on the aforementioned checklists (but in an easily accessible format) can be 
retrieved. In addition, checked off tasks are visible for the whole team and can support better allocation of human 
resources and teamwork. 

Having finalized the design together with the anesthesiologists, the next step was to validate the overall concept 
within the context: an OR crisis. At this stage of development, we decided to not install the prototype in a real 
OR but rather run a high-fidelity, full-scale patient simulator study (see Figure 2). Such setting closely resembles 
realistic circumstances of an ongoing procedure in the OR and is, therefore, an appropriate method to evaluate 
new technology (Cumin, Weller, Henderson, & Merry, 2010). 

4. EVALUATE DESIGN 

4.1 Method 

Participants. In total, nine participants (four anesthetic nurses, five anesthesiologists) were recruited from the 
University Hospital of Würzburg. Participants took part in teams consisting of one nurse and one anesthesiologist 
(and in one case two anesthesiologists). The average age of the participants was 31 years (SD = 6.53) and their 
working experience varied between 0.5 and 13 years (M = 6.2, SD = 4.8). Participants received a five Euro 

Figure 3. Screenshot of the final Cassandra prototype with explanations. Cassandra shows the diagnosis 
“Sepsis” and the most likely differential diagnoses for a simulated scenario. 
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cafeteria voucher. All participants had taken part in simulation-based training before. None of the participants 
had experienced a case of malignant hyperthermia in real life.  

Materials and Procedure. Participants arrived, were informed, gave consent, and received a short, standardized 
introduction to familiarize them with Cassandra. Next, the participants left the simulation room, and the 
simulation started. Each scenario included two confederates acting as surgeons who simulated a laparoscopic 
appendectomy in a high-fidelity patient simulator (HPS Human Patient Simulator; CAE Healthcare, Sarasota, FL, 
USA) and one confederate anesthesiologist. The participants were introduced into the scenario via a handover 
from the confederate anesthesiologist who then left the simulation room and did not re-enter the scenario. After 
the handover, the previously stable patient soon started to deteriorate, and participants were required to 
provide diagnosis and treatment. All scenarios were audio-video recorded using two cameras (GoPro HERO4®). 

After the scenario, we conducted a semi-structured interview that aimed to understand the participants’ 
experience in detail, asking questions like “How did the system fit into your workflow and your thought processes 
during the operating room crisis”. Although we prepared an initial set of questions, we were interested in any 
aspect that the participants raised during the interview. All interviews were audio-recorded, and the overall 
session took around 45 to 60 minutes.  

Cassandra was presented on an Iiyama T2735 touchscreen (13.2” x 23.5”), which was positioned in front of the 
green drape (see Figure 1). During each scenario, two anesthesiologists controlled the patient simulator from an 
adjoining control room. A researcher in the control room controlled Cassandra in a wizard-of-oz manner. The 
researcher imitated the automatic detection of changing symptoms according to the state of the patient 
simulator. To realize the “window” functionality and to provide the current vital sign parameters, the patient 
monitor and a section of the surgical side were recorded with two webcams (Logitech HD Pro Webcam C920) 
and displayed in real-time at the intended positions within Cassandra. 

Evaluation Procedure. To gain insights into the contextual fit, we analysed both scenario and interview 
recordings. The videos of each scenario were reviewed independently by two researchers, and sequence models 
of all interactions with the system were developed and consolidated across all participants (Holtzblatt & Beyer, 
2017). The interview data was thematically coded following the content-structuring qualitative analysis as 
described by Mayring (2008). In this text, we will only briefly summarize our main findings regarding the design 
of DSTs, however a more in-depth analysis of the evaluation can be found in Klüber et al. (2020) (Appendix A). 

4.2 Results and Discussion 
 
We structure this section along some suggestions for DST designs that we will explicate and discuss with 
examples from our results. 

Leave decisions to the user (autonomy). In order to design for autonomy, we decided to leave decisions to the 
user in several different ways. For example, Cassandra did not initiate an interaction but had to be called by the 
anesthesiologists. During the evaluation however, most participants needed a hint (delivered by an instructed 
surgeon) to start interacting with Cassandra during the OR crisis. It is to be seen in future experiments whether 
this specific design for autonomy (in combination with users possessing little experience with the tool and an 
operating room crisis) might have led to non-use and should, therefore, be avoided, or whether this handling is 
vital for the general acceptance of Cassandra and should be preserved. The results from the interviews suggest 
that leaving decisions to the user is vital for a DST’s acceptance. For example, one participant stated that in their 
opinion, “the decision-making process can´t be taken away from the anesthesiologists. The system narrows down 
possibilities, and maybe you discover something that you didn´t consider before, but the decision in which 
direction you want to go is not taken away by the system. I wouldn´t like it if it did [take the decision away]” (A3). 
The statement indicates that our system supported rather than patronized clinicians during usage. The system 
kept the participants’ level of self-involvement high. 



7 
 

Provide relevant information suitable to the workflow to support decision-making (coupling with the social + 
physical environment) and to subsequently make them feel they are doing better work (competence). Cassandra’s 
capacity to fit into the anesthesiologists’ workflow and way of thinking and to satisfy their need for competence, 
even in anesthesiologists with different levels of experiences, became clear within the video analysis. 
Experienced anesthesiologists entered the most probable diagnosis as the first tentative diagnosis, while less 
experienced anesthesiologists did not. Nonetheless in both cases, the anesthesiologist was able to identify the 
most probable diagnosis by being confronted with several differential diagnoses compared to the diagnosis 
entered (see Figure 2, in which the first differential diagnosis is most probable). While entering a tentative 
diagnosis allows anesthesiologists to stick with their standard way of thinking during an operating room crisis 
(type 1 thinking: quick, intuitive, error-prone (Pelaccia, Tardif, Triby, & Charlin, 2011)), Cassandra uses this input 
to display structured information on differential diagnoses (type 2 thinking: slow, analytical (Pelaccia et al., 
2011)). Therefore, both ways of thinking become seamlessly interwoven through the interaction between 
anesthesiologists and Cassandra, which subsequently may prevent typical cognitive biases such as premature 
closure (accepting one diagnosis instead of considering reasonable alternatives) or omission bias (the tendency 
towards inaction rather than action). The above aspect eventually supports the anesthesiologists’ competence 
by strengthening them against common cognitive biases in anesthesia (Stiegler, Neelankavil, Canales, & Dhillon, 
2011) and thereby enhancing their performance. 

During analysis, we found another example that demonstrated Cassandra’s successful capacity to satisfy needs 
for autonomy and competence. Prompted by blue symptoms, which could only be assessed with the results of a 
blood gas analysis, all teams requested a blood gas analysis and subsequently reevaluated the diagnosis by 
reiterating through the symptoms. This example demonstrates that Cassandra does not make any decisions, but 
only provides information. It allows the users to decide on which actions to perform and thus leaves the 
perceived locus of competence with the anesthetic team.  

Trigger and structure team communication (relatedness and social coupling). In the video analysis, we found that 
during the reevaluation of the diagnosis upon reception of the blood gas analysis, teams distributed their tasks 
so that, for example, the nurse would examine the symptoms’ state in Cassandra while the anesthesiologist 
would read the results of the blood gas analysis out loud. This impression of well-structured team communication 
was confirmed during the interviews. For example, one participant said that the communication “is better, for 
sure. [Cassandra helped] to find a joint we-know” (A3), while another participant stated that they thought, “that 
you speak out loud your thoughts more frequently” (A6). Another participant said: “you can use it as a 
communication tool that everyone knows what is going on […] I am currently missing such a possibility, to be 
honest” (N7). We interpret this quote as a satisfaction of the need for relatedness. Participants experienced a 
sense of belonging and closeness that was induced by increased communication behavior. The above quotes also 
support the idea that the system increased social coupling – fluent interaction between the users. Whether 
Cassandra led to increased communication among the members of the anesthetic team is an interesting aspect 
that should be explored in a comparative follow-up experiment. 

Limitations. The present study has several limitations. First, although small sample sizes are common in 
contextual design (Holtzblatt & Beyer, 2017), our sample size in both qualitative explorations and especially the 
pilot evaluation was rather small. Second, the pilot evaluation focused on qualitative feedback, and we did not 
evaluate a UX-driven design vs. a non-UX-driven design. Future research should use such an experimental 
comparison and use quantitative measures concerning psychological need satisfaction (e.g., Hassenzahl et al., 
2010). Third, the pilot evaluation was conducted within a simulated medical environment instead of real OR 
crisis. Fourth, we only considered a set of 15 diagnoses related to the scenario in the pilot evaluation, and future 
research is needed to investigate the scalability of Cassandra to more than one scenario. Fifth, besides UX, there 
are certainly other approaches to increase the environmental fit and acceptance of DSTs. Previous work on 
automation can provide valuable input here (Lee, Wickens, Liu, & Boyle, 2017) as, for example, automation 
exposure has been found to increase the acceptance of automated processes (Bekier & Molesworth, 2017). 



8 
 

5. Conclusion 

To the best of our knowledge, we were the first to develop a DST that takes into account the diagnostic process 
and the treatment during OR crises. In addition, our design was based on an analysis of the (greater) context 
involving the physical and social environment as well as human beings’ constraints and givens (such as 
psychological needs or cognitive limitations), which was seldomly considered in prior work. The performed 
evaluation indicated that our focus on the greater context through the lens of theories of embodied and needs-
based UX could be valuable for DST acceptance and contextual fit. However, this remains to be strengthened by 
future work.  

For future DST designs, we recommend taking psychological needs such as autonomy, competence and 
relatedness into account. For example, we suggest leaving decisions to the user and rather providing relevant 
information suitable to current workflows. This also contributes to a good coupling with the social and physical 
environment that is vital for DST designs if they are to work in the context. 
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ABSTRACT 
Despite many advances, clinical decision support tools 
(DSTs) often suffer from implementation and acceptance 
problems in the actual clinical context. We suggest that 
considering psychological needs-based and embodied user 
experience theories in the design of DSTs could help to 
overcome these problems. To examine this idea, we 
iteratively developed a DST called Cassandra supporting 
anesthetic teams in crisis management, specifically focusing 
on psychological needs and fluent interaction with the social 
and physical environment. We preliminarily evaluated 
Cassandra in a medical simulation, requiring anesthetic 
teams to handle a crisis. Although not all features of 
Cassandra had the intended effect, the results indicated that 
interacting with Cassandra supported the fulfillment of the 
identified needs for autonomy, competence, and relatedness 
and was seamlessly integrated into existing diagnostic 
processes. Considering user experience theories for the 
design of DSTs seems a promising way to overcome 
implementation and acceptance problems and eventually 
improve patient safety. 

Author Keywords 
Decision Support Systems; Healthcare; User Experience 

CSS Concepts 
� Information systems~Information systems 
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centered computing~Human computer interaction (HCI) 
~HCI design and evaluation methods � ASSOied 

cRPSXWiQgaLife aQd PedicaO VcieQceVaHeaOWh caUe 
iQfRUPaWiRQ V\VWePV  

INTRODUCTION 
Clinical decision support systems (DSTs) are computer-
based systems that aim to influence the decision-making of 
clinicians [5]. In the context of anesthesia, decision support 
frequently relates to the diagnosis of a patient¶s status or a 
specific treatment [22]. However, in anesthesia as well as in 
other clinical contexts, many DSTs have failed to be 
implemented or used in the clinical environment [e.g., 12, 
25, 27, 40]. Research has suggested that minimal 
consideration of the actual clinical context contributed to 
these failures [35, 50, 53].  

In the present paper, we suggest a theory-driven design based 
on user experience (UX) theories in order to provide the 
means to fit a DST into the respective clinical context. We 
make a (1) theoretical, (2) design, and (3) empirical 
contribution. First, we set out to specifically focus on the 
cOiQiciaQV¶ UX that emerges when interacting with a DST to 
improve the acceptance of DSTs. In short, we suggest 
considering psychological needs-based UX and embodied 
theories of HCI in the design of DSTs. Second, we report a 
user-centered design process with an emphasis on the above 
theories that resulted in a DST named Cassandra (Clinical 
assessment and reasoning in anesthesia), designed to 
support anesthetic teams in the diagnostic process during 
operating room crises. Third, we report a pilot evaluation of 
Cassandra that was conducted using a full-scale high-fidelity 
medical simulation including anesthetic teams 
(anesthesiologist and anesthetic nurse), multiple actors, a 
high-fidelity patient simulator, and Cassandra implemented 
as a wizard-of-oz interface. The results of the pilot evaluation 
provide a detailed description of how clinicians interacted 
with the DST and a first evaluation of the suggested 
theoretical explanation. 
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RELATED WORK 
In this section, we will first describe the diagnostic process 
in anesthesia and why it is at risk of bias before summarizing 
DSTs for anesthesia that may resolve bias issues. Finally, we 
will highlight how UX can provide the means to improve 
acceptance and environmental fit within the context of DSTs 
and will introduce UX theory. 

Diagnostic Process and Biases in Anesthesia 
During an operating room crisis, the anesthetic team is 
required to rapidly decide on a diagnosis in order to identify 
the respective treatment. Pelaccia et al. [38] applied the dual-
process theory to this diagnostic process: Type 1 processes 
(intuitive) are quick and automatic processes that are based 
on prior experiences and therefore may be biased, while type 
2 processes (reflective) are slow and analytical. Put in the 
context of anesthesia, type 1 processes allow 
anesthesiologists to quickly make decisions in time-critical, 
complex situations, while type 2 processes might help in 
identifying solutions to rare issues. Type 1 processes are 
useful in operating room crises due to their fast processing 
and the assumption WhaW ³cRPPRQ diVeaVeV aUe cRPPRQ´ [2]. 
However, they may also lead to cognitive biases [40]. 

Cognitive biases are the most frequent cause of diagnostic 
errors [17] and may result in the wrong treatments and 
threaten patient safety [8, 45, 46]. In a review, Stiegler et al. 
[45] presented a cognitive bias catalog specific to anesthesia. 
For example, premature closure (accepting one diagnosis 
instead of considering reasonable alternatives) was identified 
as the single most common cognitive bias leading to 
diagnostic errors [17]. 

Support Tools in Anesthesia 
To support clinicians in making evidence-based decisions, 
and prevent cognitive biases, support tools that provide 
filtered data or knowledge were built [54]. Anesthetic 
decisions that may be supported are diagnoses, treatments, or 
prognostic predictions, and the filtered data or knowledge 
may, for example, be knowledge on differential diagnoses. 
Most previous support tools focused on providing 
predictions for more extended time frames (i.e., hours or 
days) and one-purpose information (e.g., solely treatment 
such as implement/give medication or not) [22, 36, 44]. 
During an operating room crisis, however, the 
anesthesiologist is required to make decisions on diagnosis 
and treatment within seconds or minutes [46]. 

While support for treatment during such crises has received 
considerable attention in the form of support tools such as 
cognitive aids (artifacts such as checklists that support a user 
in completing a task), the preceding diagnostic process is 
seldom explicitly considered or supported by cognitive aids 
[23, 31]. In addition to several paper-based cognitive aids 
(e.g., the Stanford manual [14]), researchers also 
investigated digital aids [e.g., 16, 19, 29, 39, 51]. 
Nonetheless, cognitive aids (for operating room crises in 
anesthesia), as well as DSTs, often remain unused or fail 
when implemented in clinical contexts [31].  

A poor contextual fit of support tools in the actual clinical 
context has been identified as a significant reason for these 
failures in the cognitive aid [13, 15, 31, 37] and DST [12, 25, 
27, 40] literature. Contextual factors include, for example, 
internal factors of the clinician (e.g., the clinician makes 
biased decisions due to human cognitive biases, the clinician 
has specific workflows and routines, the clinician has 
psychological needs) and the clinician as part of a working 
team (e.g., the clinician relies on communication with others 
for decision-making). External factors may also lead to a 
poor contextual fit (e.g., the clinician being constrained by 
time-related stress, lack of information, or the actual physical 
context). Summarized, contextual factors seem to be vital for 
DST acceptance and need to be considered in DST design. 

UX Theory and Support Tools 
While most related HCI research on DSTs aims to, for 
example, improve the presentation and visualization of 
information [7] or to advance technology [4], initial 
investigations in advancing the contextual fit were recently 
made by Yang et al. [53]. Such contributions may be further 
expanded by taking a closer look into why their findings 
helped to improve the acceptance of the DST. We suggest 
that psychological needs-based UX and embodied theories 
of HCI can provide an answer. 

UX has been neglected in the context of safety-critical 
domains [but see 33, 41] and even deemed not relevant [18, 
34]. However, whether or not designers pay attention to UX, 
anesthesiologists always experience an interaction with 
technology and therefore have a feeling of whether an 
interaction was ³good´ or ³bad´. We will introduce a view 
on UX based on psychological needs-based and embodied 
cognition [20]. 

Psychological needs-based UX theories suggest that good 
UX emerges when psychological needs, such as autonomy, 
competence, stimulation, or relatedness, are fulfilled by 
interacting with a product or service [21]. Neglecting such 
needs might contribute to non-acceptance, non-use, feelings 
of discomfort, or even reduced safety. Therefore, considering 
UX in safety-critical systems seems to make sense [20]. 

First, the need for autonomy refers to the quality of self-
involvement in current activities [43]. Valenta et al. [47] 
reported that physicians strongly agreed with statements 
such as ³Alerts intrude on my professional autonomy´ and 
concluded that support tools could TXeVWiRQ Sh\ViciaQV¶ 
competence and intrude upon professional autonomy [see 
also 51]. This issue matches the psychological need for 
autonomy. Second, the need for competence refers to 
attaining or exceeding a standard in one's performance [43]. 
Concerning DSTs, there is a subliminal fear that technology 
PighW UeSOace cOiQiciaQV¶ e[SeUWiVe [6, 47, 52]. Furthermore, 
Wang et al. [49] reported that clinicians explicitly did not 
want DST information for their initial diagnosis. Both 
examples indicate that clinicians are concerned that the 
perceived locus of competence (i.e., the source of 
performance) shifts towards the DST, and therefore 
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compromises need satisfaction. Third, Yang et al. [52] 
reported that clinicians turned to colleagues to receive what 
they called social decision support. In another publication, 
Yang et al. also reported that seasoned physicians indicated 
that their ³dUeam DST VhRXld Sla\ a URle VimilaU WR a mid-
level clinician´ (p. 238) and that it should provide additional 
information for decision-making [53]. A need for relatedness 
± experiencing a sense of belonging, attachment, and 
closeness ± could underlie such statements. In anesthesia, 
where many decisions and actions are performed in teams 
(including anesthetic nurses, anesthesiologists, supervising 
anesthesiologists, and often even members of other clinical 
specialties), the psychological need for relatedness may be 
of great importance. In summary, a needs-based UX 
perspective may explain described issues in prior work and 
could, therefore, offer the potential for future DST designs 
that fit better into the context. 

An embodied perspective on UX emphasizes Whe XVeU¶V 
intentionality, the physical coupling of the user and the 
environment, and the context of the interaction [10]. The 
embodied perspective therefore especially highlights the 
XVeU¶V physical body as being situated in a specific physical 
environment and social context [20]. Concerning UX, 
embodiment suggests WhaW a ³good´ UX is a fluent interaction 
with the social and physical environment. Van Dijk and 
Hummels [48] suggested considering a skillful coupling of 
the user with the environment and social coordination when 
designing interactive technology. In the literature, we 
identified different examples of environmental coupling. 
Less fluent interaction was reported when interaction times 
were extended due to the required data entries [39]. A 
positive example of environmental coupling can be found in 
the work of Yang et al. [53], who carefully integrated DST 
information in the workflow of clinicians and therefore 

achieved a fluent interaction with the environment (and 
potentially a better UX). 

The present study 
In the following study, we aimed to test the benefits of a UX 
theory-driven design method by designing a tool to support 
anesthesiologists while making decisions on diagnoses and 
treatments during operating room crises. To this end, we 
followed a contextual design process [24] with an emphasis 
on needs-based and embodied UX in the context of operating 
room crises in anesthesia. The contextual inquiry resulted in 
a set of key insights and visions that further guided the 
iterative design of the DST that Ze QaPed ³Cassandra´. The 
name is a reference to Greek mythology. If people had 
beOieYed iQ CaVVaQdUa¶V abiOiW\ WR SUedicW Whe fXWXUe, 
considerable damage could have been prevented. We 
conducted a pilot evaluation of Cassandra using a full-scale, 
high-fidelity medical simulation, including anesthetic teams. 
Subsequently, we conducted semi-structured interviews with 
participants. We analyzed the interviews and videos of each 
scenario to evaluate whether the DST Cassandra fulfilled the 
key insights generated from the contextual inquiry. We 
discuss the preliminary results of the study in the context of 
the suggested UX design approach to DSTs and the general 
DST literature. 

DESIGN OF CASSANDRA 

Anesthesia in the operating room context 
In many operations, the anesthesiologist¶V WaVN iV WR iQdXce 
and maintain general anesthesia into a patient. This includes 
rapidly, safely, and pleasantly producing and maintaining 
amnesia, analgesia, akinesia, and an autonomic and sensory 
block while maintaining hemodynamic stability and 
sufficient ventilation [28]. In general, the anesthetic team 
works in a non-sterile environment, which is separated from 

Figure 1. Staged photo of an anesthetic team interacting with Cassandra in the simulated operating room environment. 
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the sterile surgical side by a drape (see Figure 1). In the 
hospital under study, the anesthesiologist is supported by an 
anesthetic nurse and may call for an additional supervising 
senior anesthesiologist. 

Contextual Design 
To understand the anesthesiologists¶ work in context, we 
followed a contextual design approach [24] with a particular 
emphasis on psychological needs and environmental and 
social coupling. Because intraoperative crises are 
unpredictable and fortunately infrequent, a usual contextual 
inquiry was not possible. Instead, we conducted four semi-
structured interviews with three senior anesthesiologists 
(work experience >5 years each) and one junior 
anesthesiologist (work experience <5 years). Additionally, 
we inspected three videos of simulator-based crisis training 
with anesthesiologists with one year of work experience. 
Finally, we observed and participated as actors in three 
simulator-based crises-training scenarios with twelve 
medical students in their anesthesia traineeship. 

All participants were recruited from the University Hospital 
of Würzburg. Four researchers consolidated interview and 
observation data into affinity notes. The notes were then 
structured in an affinity diagram and grouped into seven 
categories. All researchers performed a wall walk along the 
affinity diagram in order to generate design ideas and key 
insights from the data [cf. 24]. The key insights served as 
requirements for the further design process. 

We identified three groups of key insights that also reflected 
our theoretical orientation of a needs-based and embodied 
UX. The first group, the need for autonomy and competence, 
included four insights: (1)The system should not patronize 
its users, (2) the system should respect different levels of 
experience, (3) the system should be trusted and accepted by 
users, and (4) the system should not make users feel guilty in 
any way. In other words, the system should not make users 
feel that they should have already known displayed 
information and that the system displayed the information 
just because Whe XVeUV¶ SeUfRUPaQce ZaV QRW µgRRd¶ eQRXgh. 

The second group, the environmental context, contained 
three insights: (1) The system should support clinicians in 
both calm and stressful situations, (2) the system should only 
require minimal interaction to avoid additional stress for 
clinicians, and (3) the system should be able to handle 
different kinds of data (e.g., continuous vital sign parameters 
or specific patient information). 

The third group, teamwork and communication, contained 
two insights: (1) The system should enable all team members 
to have the same information about the patient and should, 
therefore, be accessible for the whole team and (2) the system 
should support the joint process of decision-making. 

Based on these insights, visions were sketched. All 22 
visions were clustered in three topics: teamwork, display and 
interaction concept, and finding a diagnosis. We briefly 
report the most influential vision (i.e., satisfying the most key 

insights) of each category. To improve teamwork, we 
envisaged placing the system in front of the drape separating 
anesthesiologists from surgeons, which would make the 
system accessible for all anesthetic team members at all 
times. Concerning the display concept, we envisaged the 
V\VWeP aV a PiUURU UefOecWiQg Whe SaWieQW¶V bRd\, allowing 
vital signs to be presented close to the patient¶V bRd\. In 
relation to finding a diagnosis, we considered an advocatus 
diaboli, who would always aim to falsify a diagnosis that was 
entered by an anesthesiologist. All visions were evaluated 
against the key insights. The final prototype, Cassandra, is 
based on a combination of different visions and we 
considered as many key insights as possible. 

Iterative Development 
We developed a first concept and ran three iterations of user 
tests and interviews. In each iteration, an interviewer showed 
the prototype to one user at a time, and another researcher 
took notes. Users were asked to think of an imaginary 
scenario of a standard anesthesia procedure or intraoperative 
crisis they recently experienced during work and browse 
through the prototype commenting on the interaction and 
what should be improved. Overall, one human factors 
specialist, six senior anesthesiologists (work experience >5 
years each), two junior anesthesiologists (work experience 
<5 years each), and one anesthetic nurse tested different 
versions of the prototype. The first version was a paper 
prototype, and versions two and three were digital wireframe 
prototypes presented on a laptop (see supplemental material 
Figure 1-3 for examples). After each session with users, four 
researchers consolidated the issues and emerging 
requirements, which were implemented before the next 
iteration.  

At the same time, three anesthesiologists developed and 
iterated on a set of symptoms and their relations to 15 
diagnoses to establish the content for a test scenario. All 
diagnoses shared symptoms with malignant hyperthermia, 
which is a rare, potentially life-threatening incident with 
non-specific early symptoms that could easily be confused 
with many differential diagnoses [42]. 

Final Prototype of Cassandra 
While Cassandra is not activated, the center of the screen 
shows a video stream of the surgical side. This ³ZiQdRZ´ 
should support situation awareness, communication, and 
teamwork between the anesthetic and surgical teams. On the 
right side, the screen always displays basic patient 
information and their vital signs (see Figure 2). The 
anesthesiologist does not need to turn away from the patient, 
as is necessary in current standard operating rooms, which 
should enable environmental coupling. To satisfy the 
aQeVWheViRORgiVWV¶ Qeed fRU aXWRQRP\, Ze decided WR RQO\ 
display the diagnosis tool on demand. To access the core 
functionality of Cassandra, only one touch on the display is 
required, and the tentative diagnosis may be entered using a 
Bluetooth keyboard or speech recognition to further enable 
environmental coupling. 
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Figure 2 shows the core functionality of Cassandra. The 
entered tentative diagnosis is displayed in the center of the 
screen. In the lower part of the screen, the six most likely 
differential diagnoses are displayed in order of probability. 
This enables users to consider alternatives, and they may 
therefore be less likely to be affected by premature closure 
(accepting one diagnosis instead of considering reasonable 
alternatives) or confirmation bias (the tendency to seek 
supporting evidence rather than trying to falsify the tentative 
diagnosis). Independent of experience and of whether an 
eQWeUed diagQRViV ZaV µcRUUecW¶, XVeUV aUe eQabOed WR ideQWif\ 
the most probable diagnosis. However, the user remains in 
charge of deciding which diagnosis to consider, satisfying 
their need for autonomy and competence. 

DiagQRVeV aUe YiVXaOi]ed b\ a ³cRQWaiQeU baU´ cRQViVWiQg Rf 
boxes that represent all symptoms of a diagnosis. These can 
be present (green; in the container), absent (grey; out of the 
container) or undetectable by Cassandra (blue; on edge of the 
container). Because the symptoms are arranged by 
importance concerning the respective diagnosis from left to 
right, Cassandra can be used as a cognitive aid for which 
symptoms to check and in which order (reducing cognitive 
biases of omission and strengthening competence). 
Cassandra automatically updates the symptoms¶ VWaWeV aQd 
differential diagnoses based on all digitally available data 
(satisfying the requirement for minimal interaction and, 
therefore, tight environmental coupling). Present and absent 
symptoms include checkmarks that indicate that a symptom 
was judged by Cassandra (single checkmark) or by a user 
(double checkmark), supporting the need for autonomy. 
Anesthesiologists may change the state of each symptom by 
swiping the symptoms in or out of the diagnosis container 
according to their assessment. This functionality fulfills the 
need for autonomy and competence. 

The diagnosis visualization acts as a shared knowledge base 
for the team enabling rapid evaluation of the tentative 
diagnosis. The differential diagnoses are displayed as 
miniature versions to help the team to consider alternatives 
and to find the right diagnosis even if a wrong diagnosis has 
initially been entered. For example, Figure 2 shows that the 
first differential diagnosis (³MaOigQaQW H\SeUWheUPia´) Pa\ 
be more likely due to more present symptoms (i.e., green 
boxes) than the entered primary diagQRViV (³SeSViV´). 
Finally, the visualization of the diagnosis in Cassandra 
provides a basis for explaining the situation to staff who have 
been called for help. If the anesthesiologist decides on a 
diagnosis, the respective treatment information can be 
retrieved. Treatment information is based on existing 
checklists (a translated version of the Stanford manual [14]) 
presented as a list that can be checked off to help allocate 
human resources. 

To realize the final prototype of Cassandra, we set up a 
mySQL database for storing diagnoses, symptoms, and 
respective treatments. The connection to the database was 
established via Node.js. The main application was 
implemented with HTML, CSS, and JavaScript and 
optimized for use on large touchscreen displays. 

PILOT EVALUATION OF CASSANDRA 
We preliminarily evaluated Cassandra within a simulator-
based crisis scenario on malignant hyperthermia (see Figure 
1). A high-fidelity, full-scale patient simulator closely 
resembles realistic circumstances of an ongoing procedure in 
the operating room and is, therefore, an appropriate method 
to evaluate new technology [9]. The aim of the pilot 
evaluation was to investigate whether the design of 
Cassandra could fulfill the key insights gathered during the 
contextual design. 

Figure 2. Screenshot of the final Cassandra prototype with explanations. Cassandra shows the diagnosis ³Sepsis´ and the most 
likely differential diagnoses for a simulated scenario. 
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Participants 
In total, nine participants (four anesthetic nurses, five 
anesthesiologists) were recruited from the University 
Hospital of Würzburg. Participants took part in teams 
consisting of one nurse and one anesthesiologist (and in one 
case two anesthesiologists). The average age of the 
participants was 31 years (SD = 6.53) and their working 
experience varied between 0.5 and 13 years (M = 6.2, SD = 
4.8). Participants received a five Euro cafeteria voucher. All 
participants had taken part in simulation-based training 
previously. None of the participants had experienced a case 
of malignant hyperthermia in real life. None of the 
participants had seen previous versions of Cassandra. 

Procedure and Materials 
Participants arrived, were informed, gave consent, and 
received a short, standardized introduction to familiarize 
them with Cassandra. Next, the participants left the 
simulation room, and the simulation started. Each scenario 
included two confederates acting as surgeons who simulated 
a laparoscopic appendectomy in a high-fidelity patient 
simulator (HPS Human Patient Simulator; CAE Healthcare, 
Sarasota, FL, USA) and one confederate anesthesiologist. 
The participants were introduced into the scenario via a 
handover from the confederate anesthesiologist who then left 
the simulation room and did not re-enter the scenario. After 
the handover, the previously stable patient soon started to 
deteriorate, and participants were required to provide 
diagnosis and treatment. 

After the scenario, we conducted a semi-structured interview 
that aimed to understand Whe SaUWiciSaQWV¶ e[SeUieQce iQ 
detail, asking questions like ³HRZ did Whe V\VWem fiW into your 
workflow and your thought processes during the operating 
URRm cUiViV?´. Although we prepared an initial set of 
questions (see supplemental material Table 1), we were 
interested in any aspect that the participants raised during the 
interview. All interviews were audio-recorded, and the 
overall session took around 45 to 60 minutes. 

Cassandra was presented on an Iiyama T2735 touchscreen 
(13.2´ [ 23.5´), Zhich ZaV SRViWiRQed iQ fURQW Rf Whe green 
drape (see Figure 1). During each scenario, two 
anesthesiologists controlled the patient simulator from an 
adjoining control room. A researcher in the control room 
controlled Cassandra in a wizard-of-oz manner. The 
researcher imitated the automatic detection of changing 
symptoms according to the state of the patient simulator. To 
UeaOi]e Whe ³ZiQdRZ´ functionality and to provide the current 
vital sign parameters, the patient monitor and a section of the 
surgical side were recorded with two webcams (Logitech HD 
Pro Webcam C920) and displayed in real-time at the 
intended positions within Cassandra. All scenarios were 
audio-video recorded using two cameras (GoPro HERO4®). 

Results and Discussion of the Pilot Evaluation 

Video data 
The videos of each simulation session were reviewed 
independently by two researchers, and sequence models of 

all interactions with the system were developed and 
consolidated across all participants [24]. This procedure 
resulted in four general interaction models with Cassandra 
(see Figure 3 and supplemental materials Figures 4-6): (1) 
context with Cassandra, (2) calling Cassandra for help, (3) 
finding a diagnosis, and (4) checklist use. 

First, with Cassandra in the context, anesthesiologists relied 
on tools they were already familiar with (monitors, 
ventilator, and paper-based patient information) during 
patient hand-over. Most participants first interacted with 
Cassandra before the patient deteriorated by observing the 
VXUgeU\ Vide WhURXgh CaVVaQdUa¶V ³ZiQdRZ´, eVSeciaOO\ if 
surgeons had questions or caused unclear sounds. 
Participants also frequently looked back and forth between 
the vital sign monitors and Cassandra. 

Second, concerning calling Cassandra for help, most teams 
needed a hint (delivered by an instructed surgeon) to start 
interacting with Cassandra during the operating room crisis. 
Both speech and keyboard input was used to enter a 
diagnosis. The aspect of not initiating the interaction even if 
the system detects anomalies and instead waiting for user 
input of a tentative diagnosis was intended to preserve the 
XVeU¶V aXWRQRP\. HRZeYeU, Whe TXeVWiRQ aUiVeV UegaUdiQg 
whether this emphasis on autonomy (in combination with 
users possessing little experience and an operating room 
crisis) might have lead to non-use and should, therefore, be 
avoided, or whether this handling is vital for the general 
acceptance of Cassandra and should be preserved. 

Another example of need satisfaction may be found in the 
analysis of the inserted tentative diagnoses. Experienced 
anesthesiologists entered the most probable diagnosis as the 
first tentative diagnosis, while less experienced 
anesthesiologists did not. Nonetheless in both cases, the 
anesthesiologist was able to identify the most probable 
diagnosis by being confronted with several differential 
diagnoses compared to the diagnosis entered (see Figure 2, 
in which the first differential diagnosis is most probable).  

While entering a tentative diagnosis allows anesthesiologists 
to stick with their standard way of thinking during an 
operating room crisis (type 1 thinking: quick, intuitive, error-
prone [38]), this input activates Cassandra, which displays 
structured information on differential diagnoses (type 2 
³WhiQNiQg´: VORZ, aQaO\WicaO [38]). Therefore, both ways of 
thinking become seamlessly interwoven through the 
interaction between anesthesiologists and Cassandra, which 
subsequently may prevent typical cognitive biases such as 
premature closure (accepting one diagnosis instead of 
considering reasonable alternatives) or omission bias (the 
tendency towards inaction rather than action). The above 
aVSecW eYeQWXaOO\ VXSSRUWV Whe aQeVWheViRORgiVWV¶ cRPSeWeQce 
by strengthening them against common cognitive biases in 
anesthesia [45] and thereby enhancing their performance. 

Third, regarding finding a diagnosis, anesthesiologists used 
various interaction patterns (see Figure 3). Again 
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demonstrating that Cassandra supported their need for 
autonomy, anesthesiologists used Cassandra to obtain an 
overview of potential diagnosis and to validate the symptoms 
by pointing at the displayed symptoms, reading the 
symptoms aloud, and confirming the symptoms using the 
monitor and ventilator. 

For the actual diagnostic process, participants used different 
strategies to validate the symptoms of a single diagnosis. 
Most participants linearly reviewed the symptoms, either 
starting from the left or only inspecting the blue symptoms 
(i.e., undetectable by Cassandra) from left to right or right to 
left. Additionally, Cassandra was consulted after an alarm or 
when a vital sign parameter changed. No participant used the 
option to mark system-checked symptoms with another 
checkmark to indicate a verification by the user. Prompted 
by blue symptoms, which could only be assessed with the 
results of a blood gas analysis, all teams requested a blood 
gas analysis and subsequently reevaluated the diagnosis by 
reiterating through the symptoms. This example also 
demonstrates another way in which Cassandra supported 
autonomy and competence. Cassandra does not make any 
decision but only provides information. Therefore, 
Cassandra allows the users to decide on which actions to 
perform and thus leaves the perceived locus of competence 
with the anesthetic team. Anecdotally, the two 
anesthesiologists controlling the simulation in each scenario 
were surprised by the early demand for a blood gas analysis. 

During the reevaluation of the diagnosis upon reception of 
the blood gas analysis, teams distributed their tasks so that, 
for example, the nurse would examine Whe V\PSWRPV¶ VWaWe 

in Cassandra while the anesthesiologist would read the 
results of the blood gas analysis out loud. By allowing equal 
access, we considered Cassandra to not promote hierarchies 
in the clinical context. Nonetheless, existing hierarchies led 
to situations where anesthetic nurses never operated 
Cassandra or did only so upon the instructions of an 
anesthesiologist. Such an observation may be interpreted in 
two ways. First, the design did not dictate a single way of 
usage but also allowed Cassandra to be integrated into 
existing (hierarchical) workflows. Second, while some 
anesthetic nurses felt empowered to speak out, others stuck 
with known procedures. Change was, therefore, not enforced 
but welcomed by design, which allowed autonomy and 
individual decision-making on how to use the system. This 
may be seen as a compromise between enforcing change by 
design and embedding a system into existing contexts. 

In all scenarios, only blue symptoms were manipulated, and 
in one case, no symptom was manipulated at all. Moreover, 
Cassandra was used to obtain an overview of differential 
diagnoses and to consider and select more suitable 
differential diagnoses. Although the differential diagnoses 
were sorted by probability, some anesthesiologists overruled 
the system based on their knowledge and competence by not 
selecting, according to Cassandra, the most likely diagnosis. 

Fourth, the checklist was only used from the second scenario 
onwards after a more salient button was added. Nevertheless, 
users hesitated in the interaction with Cassandra when 
switching back and forth between the checklist and the 
diagnosis. Analogous to the interaction with Cassandra while 
deciding upon a diagnosis, the checklist was read aloud, 

Figure 3. Consolidated sequence model of the interaction model 'finding a diagnosis'. The consolidation reveals the flexibility when 
using Cassandra. Explanations of the different pathways are provided in the text. 
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pointed at, and checked against the monitors and ventilator. 
Subsequently, anesthesiologists ticked off the completed 
checklist items. 

During all phases of the simulated surgery, we were able to 
observe many interactions between users and Cassandra, 
including watching, pointing, and discussing information 
displayed within the team, even though the minority of 
interactions entailed physical manipulation with the system. 

Interview data 
In order to analyze the interviews, we thematically coded 
single interview quotes following the content-structuring 
qualitative analysis as described by Mayring [32]. The 
procedure resulted in five themes based on the codes: (1) the 
need for autonomy, (2) the need for competence, (3) the need 
for relatedness and social coupling, (4) insights concerned 
with the integration into the environment, and (5) usability-
related issues. We supplement our findings with quotes 
UefeUeQciQg SaUWiciSaQWV¶ ID (QXPbeU) aQd SURfeVViRQ (A = 
anesthesiologist and N = anesthetic nurse).  

First, concerning autonomy, one participant stated that in his 
opinion, ³Whe deciViRn-making process can´t be taken away 
from the anesthesiologists. The system narrows down 
possibilities, and maybe you discover something that you 
didn´t consider before, but the decision in which direction 
you want to go is not taken away by the system. I wouldn´t 
like iW if iW did [Wake Whe deciViRn aZa\]´ (A3). The statement 
indicates that our system supported rather than patronized 
clinicians during usage. The system kept the level of self- 
involvement of the participants high.  

One clinician, however, criticized that Cassandra lacked the 
functionality to verify the origin of the data used. He was 
concerned with the symptoms the system detected: ³[«] I 
wouldn´t know where the information is coming from. Is the 
[labRUaWRU\ YalXe] fURm [«] fiYe \eaUV agR RU [UecenW] «? 
We have many systems displaying incorrect information to 
us. Cassandra should, in some way, be able to display where 
Whe daWa iV cRming fURm [«]. [However,] I wouldn´t like 
[CaVVandUa] WR diVSla\ WhiV [infRUmaWiRn] SeUmanenWl\.´ 
(A8). The above-described fear that the system may contain 
false information was reinforced by the electronic anesthesia 
patient record currently in use, as it may contain outdated 
information: ³EVSeciall\ ZiWh labRUaWRU\ daWa, \RX haYe, for 
example, [YalXeV] fURm 2002.´ (N9). The missing 
information about Whe daWa¶V RUigiQ Pa\ be iQWeUSUeWed aV 
reducing the quality of self- involvement and suggests ways 
to improve autonomy. For example, data sources for each 
piece of information could be made visible on demand. As 
Cassandra did not yet support such an action, participants felt 
compelled to manually compare the values displayed on 
Cassandra and the values displayed on standard devices (as 
observed in the video recordings). 

Second, regarding competence, four of the participants 
responded that Cassandra made them feel like they had 
considered everything essential. One said: ³I VaZ 

hyperkalemia in one of the boxes. You need a blood gas 
analysis for that. [Cassandra] is, of course, a mnemonic for 
WheVe acWiRnV.´ (A1). Another participant said: ³IW�V like a 
checklist for pilots [with things] that you should know, but 
still you go through so that you don´t forget something. That 
\RX didn�W miVV VRmeWhing in Whe hecWic ViWXaWiRn.´ (A3). Two 
participants said that Cassandra helped them by making them 
³[«] Vee [WheiU] WhRXghWV YiVXali]ed´ (A1). The quotes 
complement the findings from video analysis and indicate 
that the system supported the participants to perform well 
and thereby to perceive competence.  

When asked whether Cassandra should also contain 
anesthesia management problems such as a leaking 
respiratory mask, two of the participants answered yes, one 
of them said: ³If \RX cRXld enWeU µVhRZ me UeVSiUaWRU\ 
SURblemV¶ [«] \RX ZRXld geW Whe SRVVibiliW\, as a beginner, 
WR [«] ZRUk Rn a liVW Rf WhingV aV an e[SeUW ZRXld dR [«] 
[You] get a list of things that helps you [by telling you what 
WR check nRZ].´ (A3). Two more experienced 
anesthesiologists did not see value in adding these problems, 
saying: ³When iW iV a Vmall cRmSlicaWiRn [«], I dRn�W need 
[helS]´ (A8).  

When asked about the differential diagnoses display, three 
participants described it as interesting and helpful but stated 
that the display did not influence them during the decision-
making processes, which is not supported by video analysis 
(e.g., the early demand for blood gas analysis). Another three 
participants stated that they felt strongly influenced by the 
differential diagnoses display. Three further participants had 
either positive, mixed, or negative feelings concerning the 
display. The participant with mixed feelings explained: 
³When \RX Uead Rne Rf Whem [one of the diagnoses], you 
might then have it in your head and can´t let go of it while it 
might actually be a different [diagnosis]. This might lead to 
a restricted angle of view. On the other hand, it can, of 
course, be a thought-SURYRking imSXlVe´ (N5). Thus, some 
participants were afraid that the differential diagnoses 
display might interfere with their decision-making process, 
harming their ability to identify the correct diagnosis while 
others valued the display as beneficial. In other words, some 
participants stated the risk of fixating on one diagnosis. 
Video analysis did not reveal such issues (to the contrary, 
anesthesiologists switched back and forth between 
differential diagnoses), and Cassandra was designed to 
minimize cognitive biases.  

The results of our first pilot exploration were encouraging, 
given that all teams were able to determine the correct 
diagnosis. Even so, a future study needs to explore whether 
unwanted fixations take place when using Cassandra with its 
current visual appearance of the diagnosis display. 

Third, considering the need for relatedness and social 
coupling, Cassandra was of great value to the participants. 
Six participants said that Cassandra improved their 
communication or their team integration within the 
anesthetic team, one participant said that the communication 
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³iV beWWeU, fRU VXUe. [CaVVandUa helSed] WR find a jRinW Ze-
knRZ´ (A3), while another participant stated that he thinks, 
³WhaW \RX VSeak RXW lRXd \RXU WhRXghWV mRUe fUeTXenWl\´ 
(A6). Another participant said: ³\RX can XVe iW aV a 
communication tool that everyone knows what is going on 
[«] I am cXUUenWl\ miVVing VXch a SRVVibiliW\, WR be hRneVW´ 
(N7). We interpret this quote as a satisfaction of the need for 
relatedness. Participants experienced a sense of belonging 
and closeness that was induced by increased communication 
behavior. The above quotes also support the idea that the 
system increased social coupling ± fluent interaction 
between the users. Whether Cassandra led to increased 
communication among the members of the anesthetic team 
is an interesting aspect that should be explored in a 
comparative follow-up experiment.  

Cassandra failed, however, to improve communication 
between the anesthetic and surgical teams, as our concept 
(Whe ³ZiQdRZ´ WR Whe RSeUaWiQg Vide) ZaV VeeQ aV diVSeQVabOe 
by eight participants. However, video analysis revealed that 
the window was nevertheless used, especially if surgeons 
had questions or caused unclear sounds. When asked 
whether it would help the surgical team to have a video feed 
of the anesthetic side provided, four participants responded 
that this would be unnecessary as well. No participant valued 
a ³ZiQdRZ´ iQ bRWh diUecWiRQV. The SaUWiciSaQWV VWaWed WhaW 
the step stool that is currently used to look over the drape 
separating the surgery and the anesthetic team enhances 
communication more than the video solution.  

Fourth, regarding the eQYiURQPeQWaO cRXSOiQg, SaUWiciSaQWV¶ 
statements varied. One participant said that the positioning 
of the system was good, compared to five participants who 
stated that it was not optimal, mainly for practicality reasons. 
One such reason, for example, was the (interpreted) need to 
set it up before and remove it after each surgery. Because set 
up and removal would require additional work, 
anesthesiologists and especially anesthetic nurses indicated 
that the system would not be used. The main problem 
suggested by the anesthesiologists, however, was that the 
surgeons would probably complain about Cassandra being in 
this position, as it might interfere with some surgical 
procedures or emergency interventions. When not 
considering setup and interference with interventions, three 
participants rated the position as positive. Two participants 
advised that the screen be mounted on a suspension while 
two participants suggested it be placed next to the patient, for 
example, closer to the monitoring, because ³RXW Rf habiW, \RX 
alZa\V lRRk aW Whe mRniWRUing an\Za\´ (N7). While the 
positioning of Cassandra led to several positive aspects such 
as equal access and reported increased communication, 
participants were concerned about the position for practical 
reasons. As can be seen in Figure 1, the Cassandra prototype 
was rather bulky, being mounted on a wooden frame and 
including a massive touch display. Other technologies such 
as a flexible, see-through display, or a projection of 
Cassandra on the drape might be more suitable and might 
mitigate the stated concerns about additional work and 

interference with interventions. The videos and parts of the 
interviews revealed another aspect Rf SaUWiciSaQWV¶ 
skepticism about the position of Cassandra. By duplicating 
and displaying the current vital signs of the patient within 
Cassandra, we aimed to bring vital sign information closer to 
the patient so that turning away from the patient would 
become unnecessary for anesthesiologists. However, out of 
habit, all of our participants used the usual vital sign 
monitoring to check vital signs. It would be interesting to see 
how anesthesiologists would integrate the vital sign view of 
Cassandra into their workflow when establishing new 
routines over time. 

Fifth, concerning usability, participants valued the general 
usability of the system. Five participants noted that the 
system was intuitive to use. Five participants said that the 
system was structured and not cluttered. However, 
participants rarely used the checklist to treat a patient, which 
could be related to a design issue. During the first scenario, 
participants had to click on the diagnosis¶s name to get to the 
treatment screen. Both participants stated that they forgot 
about the existence of this function. For the second scenario, 
a bright yellow button led to treatment information. Still, 
three participants said that the treatment checklist was hard 
to find, as the button was rather small and placed not on the 
bottom right side but the center, right below the name of the 
diagnosis. Overall, Cassandra was usable during calm and 
stressful situations, and the interaction was perceived as 
being natural and fluent (except for finding the checklists for 
treatment, which needs further improvement). 

GENERAL DISCUSSION 
Overall, the results of our pilot evaluation suggested that 
need fulfilment in clinical contexts can be vital for DST 
acceptance. Participants appreciated Cassandra when it was 
able to support need fulfilment (e.g., satisfied need for 
relatedness through an increase of team communication 
triggered by the system) but rejected Cassandra if it did not 
(e.g., lack of satisfaction for autonomy when data sources 
were unverifiable in the system). Concerning the social and 
environmental coupling, Cassandra allowed the team to 
fluently work towards a joint goal by requiring only minimal 
interaction, by allowing to efficiently distribute tasks, and by 
its affordance to gather around the display. While Cassandra 
and its placement created a setting that served environmental 
and social coupling, participants in the pilot evaluation relied 
on their habits as well (e.g., turned away to check paper lists) 
which interrupted the new setting. Environmental and social 
coupling can only vaguely be judged based on this short-term 
pilot evaluation; however, our results seem promising. 

UX has so far seldom been considered in the context of 
safety-critical domains [e.g., 33, 41] and has even been 
considered to not be relevant [18, 34]. Whether designed for 
UX or not, DSTs provide clinicians with (user) experiences 
through interaction with them, that may be perceived as good 
or bad [20] depending on the degree of psychological need 
fulfillment [21] or on the fluency of environment integration 
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[48]. This general discussion aims to situate our and previous 
findings within UX theory. 

We identified that the reported failures of DSTs might 
potentially be related to failures of the psychological need 
satisfaction of clinicians when interacting with DSTs, such 
as autonomy [47, 51] and competence [6, 47, 49, 52]. Our 
contextual inquiries complemented these findings by 
indicating that psychological needs are essential for DSTs in 
the context of anesthesia, and we therefore placed a strong 
emphasis on need satisfaction in the design. For instance, a 
design that emphasizes autonomy and competence may leave 
any decision to its users by providing relevant information 
and allowing users to make well-informed decisions on their 
own. In doing so, the design may promote the skills of the 
users rather than de-skilling them by introducing DSTs [11] 
and in the clinical context, it may make ³clinicians feel they 
are doing better work, and not necessarily automating the 
part of the work that makes them feel like an expert´ [53]. 
We think that this will become even more important with 
recent research on the so-called precision medicine of DSTs 
that aims to personalize clinical care based on big data [26]. 
DXe WR cRPSOe[iW\, Whe e[SeUWiVe iV ³aOORcaWed´ to the DSTs, 
and careful interface design might be necessary to still 
support psychological need fulfillment and the subsequent 
acceptance of DSTs. 

The importance of need fulfillment became even more 
apparent in Cassandra¶s lack of a function to determine data 
sources. First, clinicians are experts and (like any expert) 
want to experience their expertise. Not being able to trace 
back and double-check information and understand the 
reasoning of a DST does not support psychological need 
fulfillment and does not motivate clinicians to use a DST 
[53]. Second, as our results indicated, not being able to 
determine the data source of information can even lead to 
distrust. Alexander and Joshi [1] stated that one of the 
anesthesiologistV¶ most significant challenges would be 
validating the safety and efficacy of such systems. Similar to 
the comment that DSTs should be like mid-level clinicians 
and support decision-making with additional information 
[53], Alexander and Joshi stated that DSTs need to be 
observed like junior residents to ensure safety and efficacy 
[1]. Questioning and re-evaluating data is, therefore, an 
essential task of anesthesiologists, and DSTs should provide 
the information and means to accomplish this task. In 
summary, especially when professionals are required to 
make use of technology, such usage will more likely be 
successful if it provides them with additional, valuable skills 
that help them to overcome human cognitive limitations and 
therefore enhances XVeUV¶ competence. This is particularly 
true in the present example because, in the end, clinicians are 
the ones in charge, and technology should support them in 
improving their performance. 

From an embodied UX perspective [48], technology can be 
successful if it can be integrated into existing social and 
contextual structures and enable a fluent interaction. In the 

case of anesthetic operating room crises, for example, 
anesthesiologists need to receive information at the right 
time and place, which is prepared and presented in a way that 
is suitable to their workflow and considers teamwork within 
anesthesia. Trying to adapt Cassandra to the context of 
teamwork in anesthesia, our design aimed to foster a more 
structured communication within the team. Consistent with 
previous research that used large displays [16, 51], 
Cassandra seemed to serve as a tool to consult, to evaluate 
RQe¶V WhRXghWV, and as a trigger to share RQe¶V thoughts. 
Further aspects related to the embodied UX perspective are 
time and resource restrictions that frame the interaction with 
a DST. While entering data into a DST and long interaction 
times [39] would not support fluent interaction and 
environmental coupling during operating room crises, 
Cassandra required only minimal interaction and enabled 
joint, flexible use, which was accepted by our participants. 
Designing for minimal interaction times and eased access 
VeePV eVVeQWiaO fRU a DST¶V fiW iQWR (ViPXOaWed) RSeUaWiQg 
room crises. 

Limitations and Future Work 
The present study has several limitations. First, although 
small sample sizes are standard in contextual design [24], our 
sample size in both qualitative explorations and especially 
the pilot evaluation was rather small. Second, the pilot 
evaluation focused on qualitative feedback, and we did not 
evaluate a UX-driven design vs. a non-UX-driven design. 
Future research should use such an experimental comparison 
and use quantitative measures concerning psychological 
need satisfaction [e.g., 21]. Third, the pilot evaluation was 
conducted within a simulated medical environment. Fourth, 
we only considered a set of 15 diagnoses related to the 
scenario in the pilot evaluation, and future research is needed 
to investigate the scalability of Cassandra to more than one 
scenario. Fifth, besides UX, there are certainly other 
approaches to increase the environmental fit and acceptance 
of DSTs. Previous work on automation can provide valuable 
input here [30] as, for example, automation exposure has 
been found to increase the acceptance of automated 
processes [3]. 
CONCLUSION 
By taking a needs-based and embodied UX perspective when 
designing a DST, our approach differed from most related 
DST literature, which focused on interaction concepts related 
to safety and efficiency. This new perspective allowed us to 
(1) explain previously identified DST implementation and 
acceptance problems and why some design solutions were 
more successful and (2) generate new insights in the design 
and use of DSTs in anesthesia. We believe that the UX 
perspective may also contribute to DST design beyond the 
clinical context and should be considered in future DST 
design. 
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